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1
USING DIGITAL FINGERPRINTS TO
ASSOCIATE DATA WITH A WORK

BACKGROUND OF THE INVENTION

Individuals often want to create annotations attached to
points or segments in a work (for example, a video, a music
recording, or the like) that can then be shared and used by
others, or that they can access themselves when the work is
replayed at a later time or different location. Standard meth-
ods of associating data with a work at a particular point in the
work rely on using time offsets into the work such that there
is an inherent risk in presenting the associated data too early
or too late, thus diminishing a user experience.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments described herein will be understood
more fully from the detailed description given below and
from the accompanying drawings, which, however, should
not be taken to limit the application to the specific embodi-
ments, but are for explanation and understanding only.

FIG. 1 is a block diagram of an exemplary network archi-
tecture, in accordance with one embodiment of the present
invention.

FIG. 2A is a block diagram of one embodiment of a client
media manager.

FIG. 2B is a block diagram of one embodiment of a digital
fingerprint manager.

FIG. 3 is a flow diagram showing an embodiment for a
method of associating data with a digital fingerprint.

FIG. 4 is a flow diagram showing an embodiment for a
method of replacing a digital fingerprint on a user device with
a digital fingerprint of a master copy of a work.

FIG. 5 is a flow diagram showing an embodiment for a
method of replacing a digital fingerprint on a user device
based on the quality of a work during playback.

FIG. 6 is a flow diagram showing an embodiment for a
method of subscribing to data associated with a work for
display during playback by a client device.

FIG. 7 is a flow diagram showing an embodiment for a
method of processing digital fingerprints and associated data
received by a server.

FIG. 8 is a flow diagram showing an embodiment for a
method of streaming media work to a client with associated
data.

FIG. 9 is a flow diagram showing an embodiment for a
method of processing client requests for data subscriptions by
a server.

FIG. 10 illustrates a sequence diagram of transmission of
digital fingerprints and data between a producer client, a
server, and a consumer client, in accordance with one
embodiment of the present invention.

FIG. 11 is a block diagram illustrating an exemplary com-
puter system, in accordance with one embodiment of the
present invention.

DETAILED DESCRIPTION OF THE PRESENT
INVENTION

Methods and systems for enabling a user device to receive
user-entered data (or other user originated data) and associate
that data with a fingerprint of a segment for a work are
described. Methods and systems for enabling a user device or
server to transmit data associated with a fingerprint for play-
back are also described. The user device may be any content
rendering device that includes a modem or network interface
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for connecting the user device to a network. Examples of such
user devices include cellular telephones, personal digital
assistants (PDAs), portable media players, installed media
players, tablet computers, laptop computers, netbooks, tele-
visions, smart TVs (televisions with integrated internet capa-
bilities) cable and satellite television set-top boxes, smart
glasses, smart clothing, smart watches, smart appliances, and
the like.

Inone embodiment, a user device plays a work and receives
data to be associated with a particular point in the work.
Alternatively, the user device may use a microphone and/or
camera to sample a work from a surrounding environment
(e.g., to sample a performance of a work or a work being
rendered by another device). The user device may receive
data to be associated with a particular point of the sampled
work. A work may be anything that is fixed in a tangible
medium. Some examples of works include, but are not limited
to, audio renderings, video renderings, images and video/
audio renderings. An example of an audio rendering is a song
or other audio track. Examples of video renderings include
animation or video sequence. Examples of an image include
photographs and paintings. Examples of audio/video render-
ings include movies, television shows, cartoons, and any
audio/video combination that is fixed using MPEG, AVI,
VHS or any of the analog or digital encoding technologies as
are commonly known. A single work may be rendered in
many different ways in a tangible medium. For example, one
fixed audio segment may be fixed on an analog tape, in an
MP3 audio stream, and as part of a soundtrack in an audio/
video rendering, and so forth. It will be obvious to anyone
fluent in the art that embodiments of the present invention can
apply to one entire work and to segments of'a work. It will also
be obvious that one work may contain segments of another
work. Note that in some embodiments (e.g., in the case of
sampling a live performance), the work being sampled may
not initially be embodied in a tangible medium.

The user device may generate a user digital fingerprint of a
segment of the work at the particular point in the work and
associate the data to the fingerprint. As used herein, a user
digital fingerprint may be a fingerprint of a work generated by
auser device. The data and user digital fingerprint may be sent
to a server to be saved for use during a later playback of the
work. In one embodiment, the data and user fingerprint
together form a tag. The server may replace the user digital
fingerprint in the tag with a master digital fingerprint. As used
herein, a master digital fingerprint may be a fingerprint of a
high quality version of the known work. A second user device
may receive the digital fingerprint and data at some point in
time. The second user device may use the associated user
fingerprint or master fingerprint to determine the point in the
playback of the work that corresponds to the point that has
data associated with it. The second user device may present
the associated data to the user of the second user device. For
example, a first user may use a mobile phone to play a video
and enter text commentary at particular points in the video. A
second user device, while playing back the same work, may
identify the particular point in the video using the digital
fingerprint, and may present the commentary entered by the
first user at the particular point in the video.

In another embodiment a first device may be rendering a
media stream. A second device may capture samples of the
rendering by means of a microphone or camera on the second
device. Data may be input by a user, and may be associated
with a user fingerprint created from the captured samples of
the media stream. For example the first device may be ren-
dering a DVD or radio program. The second device may be
sampling this media stream by way of a camera or micro-
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phone. The second device generates a user digital fingerprint
of an immediate portion of the media stream being samples
and associates the data with the user digital fingerprint for
later use. In this example, the term immediate portion may
mean a portion of the captured samples of the media stream
(which may occur as much as two minutes before or two
minutes after the point in the media stream where the data
should be associated).

In another embodiment, both actions may occur on the
same device instead of separate devices. A user device may
play a work and receive data to be associated with a particular
point in the work. The user device generates a user digital
fingerprint of the work, or portion thereof, and associates the
data to the user fingerprint. The data and user fingerprint (or
master fingerprint) may be saved locally on the user device for
use during a later playback of the work. During later playback
of the work on the same device (which may be a same rendi-
tion of the work or a different rendition of the work), the user
device may determine the point in the work that has associ-
ated data and present it to the user. For example, a user may
download a video to a tablet computer, play it on the tablet
computer, and enter text commentary at particular points in
the video. The same tablet computer while playing back the
video, may present the commentary entered by the firstuser at
the particular point in the video.

In another embodiment the data associated with a point in
the work using the fingerprint may instruct the client device to
take some action. By means of example and not limitation,
some actions include—communicating with another applica-
tion on the device, such as a to-do list application; commu-
nicating with another server, such as one that would provide
apurchase recommendation to the user; communicating with
another server, such as one that would log the exposure of the
device to the work at the point of the fingerprint; communi-
cating with another device to cause it to behave in some way,
such as vibrate, rotate, elevate, release a scent, change color,
change temperature, emit sounds, and/or display some infor-
mation; and so forth.

In another embodiment the user device may generate a user
fingerprint from a media stream. The user device may use this
fingerprint to identify the work being played. The user device
may then download a master fingerprint of a known work
which corresponds to the work being played. The user device
then associates data with the master fingerprint of the known
work. Note that in an alternative embodiment, the user device
may extract a portion of the master fingerprint and associate
the data with the extracted portion of the master fingerprint.
For example, the master fingerprint may be a fingerprint of
multiple segments. The user device may extract a portion of
the master fingerprint that is associated with a particular
segment or set of segments.

FIG. 1 is a block diagram of an exemplary network archi-
tecture 100 in which embodiments described herein may
operate. The network architecture 100 may include a server
system 140, a media server 150, and one or more user devices
105-110 capable of communicating with the server system
140 and/or the media server 150 via a network 135 (e.g., a
public network such as the Internet or a private network such
as a local area network (LAN)) and/or a wireless communi-
cation system 130. In one embodiment, a user device 105
connects to server system 140 and/or media server 150 via the
wireless communications system 130 and network 135. In
another embodiment a user device 110 connects to server
system 140 and/or media server 150 via network 135. In
another embodiment user device 105 is not connected to a
network and performs the described functions in isolation.
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The user devices 105-110 may be variously configured
with different functionality to enable consumption of one or
more types of media items and/or sampling of works from an
environment in which the user devices 105-110 are placed.
The media items may be any type of format of digital content,
including, for example, digital audio (e.g., music, audible
books, etc.), digital video (e.g., movies, television, short
clips, etc.), and multi-media content. Each media item may
include a specific work. The user devices 105-110 may
include any type of content rendering devices such as mobile
phones, laptop computers, portable media players, tablet
computers, cameras, video cameras, netbooks, notebooks,
desktop computers, televisions, cable and satellite television
set-top boxes, audio or image sensing eyewear, and the like.
In one embodiment, the user devices 105-110 are mobile
devices. The user devices 105-110 may store content locally
on storage media or in memory for later playback. Addition-
ally, media server 150 may deliver media to the user devices
105-110, such as during streaming of music or videos to the
user devices 105-110.

In one embodiment, user devices 105-110 may include a
microphone 123 and/or a camera 124, which may be inte-
grated into the device or attached externally. Microphone 123
may be used to sample audio of a surrounding environment of
user devices 105-110. Similarly, Camera 124 may be used to
sample audio, video, or images of a surrounding environment
of the user device 105-110. For example, if a nearby media
rendering device 175 (e.g., aradio having a radio receiver 178
or a television (TV) having a TV receiver 180, or a DVD
player) is playing a work, the microphone may pick up seg-
ments of the work being played by the media rendering device
175.

In one embodiment, one or more of the user devices 105-
110 include a client media manager 115. The client media
manager 115 may manage the processing of media items on
the user devices 105-110, the provisioning of sampled audio
and/or video data that includes segments of works, as well as
the generation of digital fingerprints of the work (or works)
included in the media items. For example, the client media
manager 115 may manage the generation of user digital fin-
gerprints of audio, video, or images captured by user devices
105-100 via microphone 123 or camera 124 from the sur-
rounding environment. The client media manager 115 may
also manage the generation of user digital fingerprints
directly from the media being rendered by playback module
122. The client media manager 115 may also manage the
receipt of data, association of the data with the user digital
fingerprints (e.g., to generate a tag), sending and receiving
information (e.g., tags) to and from server system 140, and the
presentation of data during playback of a work. The client
media manager 115 may be comprised of a producer module
120 and a consumer module 125.

The producer module 120 may handle processing involved
in the management of the data to be associated with a work
played on or sampled by the user devices 105-110. In one
embodiment, producer module 120 monitors playback of a
work (e.g., awork included in a media item played on the user
device or a work sampled from an environment by the user
device), and generates user digital fingerprints of the work
locally on the user devices 105-110. In one embodiment, a
playback module 122 on the same user device 105-110 as the
client media manager 115 plays the work that is fingerprinted.
Alternatively, the user device 105-110 may not include a
playback module 122, and may rely on sampling of a work
from an environment of the user device 105-110. The work
may be in streamed media being played by a player on the
user device, such as a streamed movie or song being provided
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by a media server. The work may also be in a stored media
item that is being played on the user device, such as playback
of'a digital video disk (DVD), stored movie file, stored audio
file, and so forth. The work may also be a broadcast of the
work that is received by a tuner on the user device. For
example, the work may be a radio broadcast, a television
broadcast, and so forth. The work may also be sampled from
an environment of the user device. For example, the work may
be rendered from any source by another device, the rendering
of which is then sensed by the user device.

In one embodiment, digital fingerprints are generated con-
tinuously during playback. Alternatively, a cache of recently
played segments of a work may be maintained, and finger-
prints may be generated from such cached segments, present
segments, and/or subsequent segments responsive to a user
command to add data to the work at a particular point in the
work. Producer module 120 receives a command to associate
data with the work at a particular point in the work to be
presented at the same point during playback of the work at a
later time. For example, the data may be text commentary, a
digital image, a uniform resource locator (URL), a video, a
sound effect or a command.

Producer module 120 associates the received data with the
user digital fingerprint that corresponds to the segment of the
work at the particular point in the work and saves it for later
use. In one embodiment, producer module 120 generates a tag
that includes the user digital fingerprint and the data. A seg-
ment of a work may be less than an entirety of the work and
may include at least one of audio or video or image media
content. In one embodiment, a segment is a clip (e.g., a
sequence of frames) ofthe work. For example, a segment may
be between a single frame and a 10 second clip of a video or
song. For example, a segment may be between 5% and 100%
of'an image. For example, a segment may contain the entire
visual image and some irrelevant other data around the image,
as when one takes a video of a television screen but the
television screen does not consume the entire image space. In
one embodiment, the data and associated user digital finger-
print are saved locally on user devices 105-110 for later use on
the same user device. In another embodiment, the data and
associated user digital fingerprint are transmitted to server
system 140 to be saved in data storage 160 and fingerprint
storage 155 for later use on the same or other user devices.
The server system 140 may additionally replace the user
digital fingerprint with a higher quality master digital finger-
print (or a portion of a higher quality master digital finger-
print). Such replacement may be particularly useful when the
user fingerprint was generated from a segment of a work
sampled from a microphone or camera.

The consumer module 125 may handle processing
involved in presenting the data on the same or different user
devices 105-110 during later playback of the same work. Said
playback may occur on the same user device 105-110. Alter-
natively said playback rendering may occur on some other
device and be sampled by microphone 123 or camera 124.
During playback, consumer module 125 may generate fin-
gerprints of segments of the work and compare the digital
fingerprint of the segment of the work being played back to
the user digital fingerprints or master fingerprints stored
locally on the user devices 105-110. Alternatively, consumer
module 125 may generate fingerprints and send these finger-
prints to server system 140 for comparison to user fingerprints
or master fingerprints. In such an embodiment, the server
system may respond with data associated with a master fin-
gerprint or user fingerprint matching the fingerprint that was
sent to the server system. In one embodiment, segments may
overlap. For example, a first segment may include seconds
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1-5 in a video, a second segment may include seconds 2-6, a
third segment may include seconds 3-7, and so on. Accord-
ingly, consumer module 125 may generate a continuous
stream of fingerprints from overlapping segments during
playback. In one embodiment, fingerprints of segments are
generated before those segments are played. This enables a
match to be made to the stored fingerprint associated with the
data before the segment associated with the data is played.
Note that a match may be an approximate match. In one
embodiment, two fingerprints are determined to match if they
differ by less than a threshold amount (e.g., 10%, 20%, etc.).

Note that playback of the work may begin before the user
device 105-110 has received any data or associated master
fingerprints (or user fingerprints). In such an embodiment,
consumer module 125 may query server system 140 for data
and associated fingerprints after playback of the work by
playback module 122 has begun, or before the rendering
device 175 has begun rendering the work.

When consumer module 125 encounters a match between
a generated digital fingerprint and a saved digital fingerprint
that is associated with data, the data will be used. One use of
the data is that it be presented to the user on the user devices
105-110. Another use is that the data be presented on another
device such as a TV display or radio. Additionally, other
actions may be performed, such as communicating with
another device or server, communicating with another appli-
cation on the user device, loading a web page, posting data to
a blog or social media site, and so forth. One can imagine a
user device posting to a user’s Facebook page a message that
the user has just watched some particular part of a movie or
television show.

In one embodiment, a playback time range is associated
with the digital fingerprint. The playback time range may
indicate a point during playback at which digital fingerprints
shall be generated for comparison to the saved fingerprint.
This may save processing power by minimizing the number
of fingerprints that are generated during playback. The play-
back time range may include a time in the work associated
with the segment used to generate the fingerprint associated
with the data plus or minus an error factor (e.g., 10 minutes).
The error factor may account for changes that are made to the
work (e.g., cutting the play time of the work to add commer-
cials, changing a starting time of the work, and so forth).

In another embodiment, consumer module 125 may send a
request to server 140 to subscribe to any data saved on the
server system 140 that is entered by a particular user on any
user device or any data saved for a particular work. During
playback of a work, consumer module 125 may generate a
digital fingerprint of the segment of the work being played
back and send a request to server system 140 to determine
whether there is any saved data associated with a master
fingerprint or user fingerprint that matches the fingerprint
generated on the user device. If server system 140 finds any
saved data associated with a matching master or user finger-
print, it may then send that saved data to consumer module
125. When consumer module 125 encounters the particular
point in the work where the fingerprint matches that of the
master or user fingerprint associated with the data, the data
will be used in any of the ways previously described.

Alternatively, consumer module 125 may send a request to
server system 140 to receive all fingerprints with associated
data for a particular work that have been generated by one or
more entities to which the user subscribes. Server system 140
may then send the fingerprints and the associated data to the
user device. Consumer module 125 may match the finger-
prints with the generated fingerprints during playback and
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when the particular points in the work are encountered, use
the associated data as appropriate.

In one embodiment, the data may be presented by display-
ing text associated with the particular point in the work.
Additionally, the user devices 105-110 may display a digital
image, launch a web browser to display a URL, play a video
clip or sound eftect, or execute acommand on the user devices
105-110. Other types of data may also be associated with the
fingerprint to perform other actions.

User devices 105-110 may connect to the server system
140 via a wireless communication system 130. The wireless
communication system 130 may provide a wireless infra-
structure that allows users to use the user devices 105-110 to
consume items provided by the server system 140 without
being tethered via hardwired links. The wireless communi-
cations systems 130 may be wireless fidelity (WiFi) hotspots
connected with the network 135. The wireless communica-
tion systems 130 may alternatively be a wireless carrier sys-
tem (e.g., as provided by Verizon®, AT&T®, T-Mobile®,
etc.) that can be implemented using various data processing
equipment, communication towers, etc.

The server system 140 may include one or more machines
(e.g., one or more server computer systems, routers, gate-
ways, etc.). In one embodiment, the server system 140
includes one or more cloud based servers (such as server
systems made accessible to network connectivity via the
internet or wireless carrier systems), which may be hosted,
for example, by cloud based hosting services such as Ama-
zon’s® Elastic Compute Cloud® (EC2).

The server system 140 may have greater resources than the
user devices 105-110. Accordingly, the server system 140
may implement resource intensive algorithms for matching
the fingerprint of the work during playback to fingerprints
associated with data for presentation on the user devices
105-110. Thus, in some instances improved throughput and/
or improved fingerprint matching may be achieved by having
the server system 140 perform fingerprint matching for the
user devices 105-110.

In one embodiment, server system 140 may include a digi-
tal fingerprint manager 145, a fingerprint storage 155, and a
data storage 160. Digital fingerprint manager 145 is config-
ured to match user digital fingerprints generated by user
devices 105-110 to master digital fingerprints of known
works stored and to previously generated user digital finger-
prints stored on the server system 140 in fingerprint storage
155. Additionally, digital fingerprint manager 145 manages
the receipt, storage, and distribution of data associated with
master digital fingerprints of known works and data associ-
ated with user digital fingerprints. Data received by digital
fingerprint manager 145 is stored in data storage 160 for later
distribution. Alternatively, master and/or user digital finger-
prints and data may be stored together in a single file, or may
be stored in a relational database. Further, digital fingerprint
manager 145 processes subscription requests from user
devices 105-110, utilizing fingerprint storage 155 and data
storage 160.

For example, producer module 120 on user devices 105-
110 may create a user fingerprint and associated data combi-
nation, then send the combination to server system 140 via
network 135. Digital fingerprint manager 145 on server 140
will receive the user fingerprint and data combination, and
compare the user fingerprint generated by the user device to
the master fingerprints stored in fingerprint storage 155. Once
a corresponding master fingerprint is located in fingerprint
storage 155, digital fingerprint manager 145 may store the
data in data storage 160 and associate that data with the
master fingerprint of the known work stored in fingerprint
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storage 155. Thus, the data may be stored on the server system
140 such that it is associated with a high quality master digital
fingerprint of the work. This may improve an ability to match
future user fingerprints generated from the segments of a low
quality of a work being sampled to the digital fingerprint
associated with the data.

In one embodiment, if no match to a master fingerprint can
be made, then digital fingerprint manager 145 may store the
data in data storage 160, store the user digital fingerprint in
fingerprint storage 155, and associate the two. Thus, it is
possible that some elements of data in data storage 160 are
only associated with user fingerprints and not with any master
fingerprint. Alternatively, even if a match is made between a
user fingerprint and a master fingerprint, the digital finger-
print manager 145 may choose to store the user digital fin-
gerprint in fingerprint storage 155 and associate the data with
both fingerprints. Thus, the digital fingerprint manager 145
may have several fingerprints associated with data. This mul-
tiplicity of fingerprints may be useful to improve the ability to
match future user fingerprints.

In another embodiment, consumer module 125 on user
devices 105-110 sends a subscription request for a media
work that is saved on server system 140. The work may be
downloaded and stored locally on user devices 105-110 or it
may be streamed to the user devices 105-110 via media server
150, or it may be streamed to an ancillary media rendering
device and captured via microphone 123 or camera 124. For
works stored locally on user devices, digital fingerprint man-
ager 145 may transmit some or all digital fingerprints of the
work stored in fingerprint storage 155 along with associated
data from data storage 160 to the user device so the user
device can manage playback and presentation of the data
locally.

For works streamed via media server 150, digital finger-
print manager 145 may transmit the fingerprints and associ-
ated data to media server 150 so that it may embed these in the
media stream such that the user device need not compare
locally generated digital fingerprints to those on the server. In
this embodiment, media server 150 streams the work with the
associated data already integrated at the appropriate place in
the work. In one embodiment, media server 150 includes a
fingerprint comparison module 185 and a data insertion mod-
ule 188. The fingerprint comparison module 185 may gener-
ate fingerprints of a work being streamed, and may compare
those fingerprints to a fingerprint received with associated
data from server system 140. Once a match is identified, data
insertion module 188 may insert the data into the work at a
position in the work indicated by the matching fingerprints.
Thus, media server 150 may stream both the data and the
work to the user device 105, 110. Then the user device would
not need to perform any fingerprint generation or comparison.
The user device may simply act on the data when it is encoun-
tered in the stream.

In another embodiment the digital fingerprint manager 145
may transmit a master digital fingerprint of a known work
from fingerprint storage 155 to the user devices where pro-
ducer module 120 will make the comparison between the
producer generated fingerprint and the master fingerprint of
the known work. When the producer module 120 is instructed
to create a tag it may associate the data for the tag with a
master fingerprint taken from a portion of the fingerprint of
the known work.

FIG. 2A is a block diagram of one embodiment of a client
media manager 200, which may correspond to the client
media manager 115 of FIG. 1. The client media manager 200
may include one or more of a producer module 205 and a
consumer module 210. Additionally, client media manager






